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Master Thesis Proposal 
Data-driven Clustering for Fault Diagnosis with Unknown 
Number of Fault Classes 
Data-driven	fault	diagnosis	of	technical	systems	is	complicated	by	that	
faults	are	rare	events.	This	means	that	collecting	representative	data	from	
different	faults	is	a	difficult	task.	One	solution	is	to	monitor	systems	on-line	
and	identify	data	sequences	when	the	system	deviates	from	its	nominal	
behavior.	However,	this	means	that	there	are	datasets	where	the	true	
scenario	is	unknown.	Data	clustering	can	be	used	to	find	patterns	in	data	
where	the	true	fault	class	is	unknown.		

																												 	

In	this	master	thesis	project,	the	objective	is	to	implement	and	evaluate	a	
data-driven	fault	clustering	method	when	the	number	of	fault	classes	is	
unknown.	The	goal	is	to	identify	datasets	that	are	likely	to	belong	to	the	
same	fault	class	and	to	improve	the	models	over	time	as	new	data	become	
available.	In	this	project,	data	from	an	engine	test	bench	will	be	used	for	
experiments.		
	
We	are	looking	for	students	with	skills	in	data	analysis,	signal	processing,	
programming,	and	are	interested	in	machine	learning.		
	
If	you	are	interested	or	have	questions,	please	feel	free	to	mail	me:	
daniel.jung@liu.se			
	
or	come	by	my	office	in	the	vehicular	systems	corridor	(B-building	behind	
Café	Java).		

14 3 Method

Figure 3.1: Plot of data with ellipses/ellipsoids showing how a regular GMM
could cluster this type of data.

Figure 3.2 shows the initialization of the proposed algorithm where the clusters
are Gaussian distributions around a fault vector. The algorithm described later in
this chapter is then used to iteratively update the clusters until convergence. An
example of a desirable result from this algorithm when it has converged is shown
in Figure 3.3 where the clusters cover the data on a linear trajectory.

Figure 3.2: Randomly initialized fault vectors and covariance matrices.
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Figure 3.3: Vectorized GMM has converged.

The algorithm in its most general form when used as an unsupervised learner is
described step by step below. This can be compared to the standard Gaussian
mixture model using Expectation Maximization described in Chapter 2.

1. Take initial guesses for parameters v̂k 2 RM (fault vector for each cluster k),
⌃̂k (covariance matrix for each cluster k), ⇡̂k (mixing proportions for each
cluster k).

• Initial guesses for fault vectors v̂k are constructed by randomly choos-
ing k points from the data and form k fault vectors from the origin to
these points.

• The residual data as well as the fault vector are then projected onto the
hyperplane perpendicular to the fault vector. Multiplying the residual
matrix D and the fault vectors v̂k with the transformation matrix

A =
h
N (v̂k)T v̂k

i�1
(3.1)

where N (v̂k) is the nullspace of v̂k , yields the residual matrix as well
as the fault vectors in a coordinate system where the last component is
in the direction of fault vector v̂k , and the rest of the components are
perpendicular to fault vectors v̂k

v̂k ·A (3.2)

D ·A (3.3)

Discarding the last component of the fault vectors and the last columns
of the residual matrix therefore yields the coordinates of the fault vec-
tors as well as the residual matrix projected onto the hyperplane per-
pendicular to the fault vector where the former one (fault vector pro-
jection) corresponds to the cluster mean µ̂k .


