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Abstract

Throughout recent years, legislations concerning emission levels for vehicles
have become more restrictive and will be even more restrictive in the future.
In the recent European environmental standards, EURO 4 (2006) and EURO
5 (2008), further requirements have been added on top of low emission de-
mands. All heavy duty trucks have to be equipped with an OBD-system.
Scania CV AB has today an existing OBD-system that consists of several
tests. Typically, a test is designed to check if a signal is inside specified limits
or thresholds. To improve the system, Scania CV AB and Vehicular Systems
at Linköping University have developed a method to design diagnosis sys-
tems in an automatic way, implemented in a toolbox called DSAME.
In this thesis, an automatic designed OBD-system has been created with
DSAME and the corresponding parts in a manually designed OBD-system
have been identified. The two systems have been compared. Theresult shows
that both systems are equally at detecting faults but the automatic designed
OBD-system is a lot better to isolate the faults than the existing OBD-system.

Keywords: Model based diagnosis, Diagnosis performance, Evaluation
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CV AB in Söderẗalje. Scania is a worldwide manufacturer of heavy duty
trucks and engines for marine and industrial use. The work was carried out
at the engine software development department (NED), whichis responsible
for the on board diagnostics (OBD) software.

Acknowledgment

We would like to express our gratitude to a number of people:

Our excellent supervisors, Mattias Nyberg and Anna Pernestål at Scania
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Chapter 1

Introduction

Throughout recent years, legislations concerning emission levels for vehicles
have become more restrictive and will be even more restrictive in the future.
In the recent European environmental standards, EURO 4 (2006) and EURO
5 (2008), further requirements have been added on top of low emission de-
mands. All heavy duty trucks have to be equipped with an on board diagnosis
(OBD) system. The purpose of the OBD-system is to detect malfunctions
leading to emissions above the permitted limits, and is motivated by the fact
that the majority of vehicle emissions today are caused by malfunctioning
emission control systems [8]. Another benefit by having an OBD-system is
the possibility to discover small faults before they cause serious damage. It
may also simplify troubleshooting at workshops and therefore improve re-
pairability.

At Scania CV AB, the existing OBD-system consists of severaltests. A
test is a small system supervising a limited part of the engine process. Typ-
ically, a test is designed to check if a signal is inside specified limits, called
thresholds. A more sophisticated test is to check if a measured signal devi-
ates from an estimated value of the signal. To improve the OBD-system, Sca-
nia and Vehicular Systems at Linköping University have developed a method
to design OBD-systems in an automatic way. Through several master the-
ses ([2], [3] and [5]), a Matlab toolbox called DSAME (diagnostic structural
analysis and modeling execution toolbox) has been developed for this pur-
pose. Based on an existing engine model, DSAME finds candidates for tests,
evaluates them and constructs a diagnosis system. In [3], a simple evalua-
tion has been done of the automatically generated OBD-system designed by
DSAME with the conclusion that the system seemed to work well. However,
a full evaluation has not been done.

1



2 Introduction

1.1 Problem Statement

The existing OBD-system used by Scania is constructed basedon engineer
knowledge. Studies have shown that it is able to detect largefaults but many
smaller faults may not be detected. The problem is that even small faults
might cause too high emissions, for example by injection of too much fuel or
that the control system does an incorrect change to a different control mode.
Further, since the OBD-system is manually constructed, it has to be manually
adapted to different engine types. If one small detail in theengine is changed,
the OBD-system has to be changed manually. The problem is to find out if it
may be possible in the future to enhance the development process of diagnosis
systems using DSAME.

1.2 Objectives

The objective with this thesis is to compare an OBD-system automatically
generated by DSAME with the existing Scania OBD-system and give a state-
ment of the possibility to use DSAME in future OBD-system design. This
objective can be parted into:

• Construct a diagnosis system for the engine using the DSAME-toolbox.

• Identify the corresponding part in a manually designed OBD-system.

• Create a method for evaluating the diagnostic performance of an OBD-
system.

• Use the evaluation method to do a comparison between the two OBD-
systems.

• Draw conclusions about advantages and disadvantages of thetwo sys-
tems and suggest how DSAME should be used in the future.

1.3 Thesis Outline

Chapter 1 gives an introduction to the thesis.

Chapter 2 gives a short introduction to principles of diagnosis.

Chapter 3 presents the diesel engine.

Chapter 4 describes a manually designed diagnosis system.

Chapter 5 describes the main principles of Scanias method for automatic
design of an diagnosis system.

Chapter 6 presents the evaluation method that will be used in this thesis.
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Chapter 7 describes how the measurements will be done.

Chapter 8 gives a comparison and analysis of the different diagnosis sys-
tems.

Chapter 9 concludes the thesis and discusses suggestions to possiblefuture
work.

1.4 Contributions

• Corresponding parts in the manually designed OBD-system have been
identified.

• A method for evaluating OBD-systems concerning detectability, isola-
bility and detection time has been created.

• A comparison between an automatic designed OBD-system and aman-
ually designed OBD-system has been done.



Chapter 2

Principles of Diagnosis

In this chapter a short introduction to traditional diagnosis will be given and
to a more recent model based approach, which is used in DSAME.It also
treats how information from many tests can be used to isolatefaults, i.e. to
exactly point at one fault from other faults. This information is gathered from
[8].

2.1 Traditional Diagnosis

Traditionally in heavy vehicles, diagnosis, i.e. to decideif there is a fault
and if so identify the fault, was focused on safety critical processes but with
restrictive laws the diagnosis has become more important. The principle of
diagnosis can be divided into three parts that is shown in Figure 2.1. The first
part is to observe the process, i.e. collect data from sensors and actuators.
The observations will then be preprocessed in different tests. The final part
is to calculate a diagnosis statement, i.e. which faults that can explain the
observations, from the test results. This is done by an isolation unit.

This thesis will focus on the second part where the common diagnosis
approaches that have been used are:

Duplication or hardware redundancy. A fault can for example be detected
by having more than one sensor measuring the same value. If the values
deviate then the conclusion that there is a fault can be drawn. This ap-
proach is common in safety critical systems like aeroplanesand power
plants. The drawbacks with this approach is the cost of having extra
sensors and the need of three sensors to isolate the faulty sensor.

Signal in range check tests.This type of tests checks if measured signals
are in a specific range. If not, a fault has occurred. A drawback with
this approach is that the signal might show similar values inthe fault

4



2.2. Model Based Diagnosis 5

Test 1 Test 2 Test n

Process

Isolation unit

Observations

Test results

Diagnosis Statement

Figure 2.1: Overview of a general diagnosis system.

free case compared to the faulty case. The faulty case might therefore
be hard to detect.

Active diagnosis. In this approach the process is controlled into working
points where correct outputs are known. If the known value deviates
from the measured value, a fault has occurred. A drawback is that it
is often needed to interrupt the process which can be complicated and
expensive.

2.2 Model Based Diagnosis

A recent approach in diagnosis is model based diagnosis. Theidea with
model based diagnosis is to create a model over the system. A measured
value can then be compared to its corresponding estimated value and if they
deviate, a fault has occurred. By, at timet, comparing a measured value ,
y(t), with a estimated value,̂y(t), the residual,r(t), can be formed

r(t) = y(t) − ŷ(t). (2.1)

A residual,r(t), is a function that is ideally zero in the fault free case. Good
candidates for residuals are analytical redundancy relations1, ARRs. An ARR
is a relation that always holds in the fault free case. In reality residuals will

1Other terms often used in literature are consistency relations or parity relations



6 Chapter 2. Principles of Diagnosis

not be zero because of noise and model errors, instead a test quantity can be
a better choice for diagnosis purpose.

2.3 Test Quantity

A test quantity is a functionTQ(z) that from the observations,z, calculates
a scalar. The test quantity will be used to determine if thereis a fault present
in the process. If the test quantity is above (or below) the given thresholds
(J1 andJ2), the test will respond. Test quantities can be designed in many
ways. In this thesis, test quantities are based on the mean value calculated for
the residualr(t) overN + 1 samples where the observations are sensor and
actuator values used to estimateŷ(t) and measurey(t).

TQ(z) =
1

N + 1

N
∑

t=0

r(t) (2.2)

The test should respond if a fault has occurred but not respond if there are no
fault. This means that the probability of false alarm shouldbe low and the
probability to respond, if there is a fault, should be high. By introducing the
power function,β, the behavior of a test can be examined. Let the size of the
fault in the process beθ, which is zero in the fault free case, then the power
function can be formalized as

β(θ) = P (TQ(z) > J1 or TQ(z) < J2|θ) (2.3)

The power function should be low forθ = 0 and large forθ 6= 0. Figure 2.2
shows a typical power function where it can be seen that the probability for
the test to respond is low in the fault free case,θ = 0, and higher when fault
is present,θ 6= 0.

2.4 Decision Structure

To investigate which faults each test might respond to, a decision structure
can be used. A decision structure for a diagnosis system withthree tests,δ1 ,
δ2 andδ3, and three faultsF1, F2 andF3 can look like

F1 F2 F3

δ1 X X
δ2 X X
δ3 X

(2.4)

where an ’X’ on rowi and columnj means that testδi may respond to fault
Fj . If there is no ’X’ the test will not respond to this fault.
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Figure 2.2: Typical power function.

2.5 Isolation

When a couple of tests have been constructed, each test will give a test result
to an isolation unit, see Figure 2.1. By combining the different informa-
tion from the test results, the isolation unit will give a diagnosis statement,
a diagnosis. A diagnosis is a possible explanation of the observations pre-
processed in the tests. The diagnosis statement can be calculated in different
ways, for example as described in [9], and the basic idea to produce a diagno-
sis statement is that different tests will respond to different faults. Therefore
conclusion about which faults that can explain the observations can be drawn.

By using the decision structure, a isolation structure, i.e. structure over
which faults that can be isolated from each other, can be calculated. The
isolation structure for the decision structure given in (2.4) becomes

F1 F2 F3

F1 X X
F2 X
F3 X

(2.5)

The isolation structure should be read as follows: an ’X’ on row i and
columnj means that faultFj can not be isolated from faultFi. In (2.5) it
can be seen that if faultF1 occur, then it can be concluded from the isolation
structure thatF1 can not be isolated fromF2. However, if faultF2 occurs,
then it can be isolated because there is only one ’X’ in the second row.



Chapter 3

Background to Diesel
Engines

In this chapter the principles of the diesel engine and the main solutions to
decrease emissions will be presented.

3.1 Diesel Engine

The fundamental principle of a diesel engine is simple. Air is taken in through
the inlet manifold into the cylinder. The working cylinder compresses the air,
diesel is injected and immediately set on fire by the high pressure. Two things
are controlled, the injection angle,α, i.e. the time when the fuel is injected,
and the amount of injected fuel,δ. To have an efficient engine with high
performance, it is necessary to pre-compress the inlet air by a turbo charger.
The compressor is driven by the exhaust pressure.

One environmental problem with diesel engines is dischargeof nitrogen
oxides (NOx) which are created when the combustion temperature is too high.
Today there are two main solutions to reduce this kind of emissions. One so-
lution is to use an SCR (Selective catalyst reduction) system which aftertreats
the exhaust gases in a catalyst. The other solution, which isused in this the-
sis, is the use of exhaust gas recirculation, EGR. With EGR, some exhaust
gases are lead back to the inlet manifold and lowers the amount of oxygen
in the combustion. The combustion temperature therefore decreases and the
amount of NOx in the exhaust gases is reduced.

To get a satisfying combustion, the EGR-flow has to be controlled. The
EGR-flow mainly depends on two things, the position of the EGRvalve and
the pressure difference between exhaust manifold and inletmanifold. To im-
prove the control of the pressure difference it is possible to change the flow
through the turbine by changing the geometry of the turbine,i.e. to use a vari-
able geometry turbine, VGT. Control of EGR-flow is complicated and might

8



3.2. Engine Control 9

be impossible if some sensor or actuator is malfunctioned. Diagnosis of gas-
flow components is therefore necessary to guarantee low emissions. A figure
of a modern diesel engine with EGR and VGT is shown in Figure 3.1. The
figure shows the fundamental parts of the diesel engine. Air is taken in and
compressed by the compressor. Then the compressed air is mixed up with
EGR-gases. Finally, The turbine, which drives the compressor, is driven by
the exhaust gases.

Figure 3.1: Schematic figure of the gasflow of a diesel engine with VGT and
EGR.

3.2 Engine Control

The principle for an engine with control system is shown in Figure 3.2. In
the figure, it is shown that the engine control unit (ECU) usesinputs from
the driver, and by using measurements from the sensors, actuator values are
calculated.

The control system optimizes the combustion to minimize theemissions
while maintaining engine power. If a sensor or actuator is faulty, the control
system will not work satisfactory and the emissions will increase. The ob-
servations, i.e. engine sensors and actuators, used in thisthesis are listed in
Table 3.1.



10 Chapter 3. Background to Diesel Engines

ECU Diesel engineControl signals

Driver inputs,
i.e pedal angel etc.

Engine measurements

Environmental disturbences

Figure 3.2: Principle of engine with control system.

Table 3.1: Sensors and actuators included in the comparison.
Sensor Unit Description
tamb [K] Ambient temperature
tim [K] Temperature in the intake manifold
pamb [Pa] Ambient pressure
pim [Pa] Pressure in the inlet manifold
pem [Pa] Pressure in the exhaust manifold
wcmp [kg/s] Air mass flow after the compressor
ntrb [rps] Turbine speed
neng [rps] Engine speed
uegr [volt] The EGR actuator
uvgt [volt] The VGT actuator
δ [mg/stroke] Injected fuel
α degrees Fuel injection angle

3.3 Engine Model

To be able to use model based diagnosis a model is needed. In this thesis, the
engine model described in [1] and [10] is used. This model is used together
with DSAME to create an automatic designed OBD-system, moreabout this
in Chapter 5. The tests in the diagnosis system based on a model can not
become better than the model it is derived from, i.e. not detect faults smaller
than model errors and noise.



Chapter 4

Manually Designed
OBD-system

In this chapter, different types of tests in the manually designed OBD-system
are described. A deeper description of tests that are interesting for compari-
son between the manually designed OBD-system and the automatic designed
OBD-system will be presented. The manually designed systemconsists of
tests that have been handmade by engineers. Each test is usually designed
with the purpose to discover only a few faults. The tests are classified into
electrical tests and plausibility tests.

4.1 Electrical Tests

Electrical tests are designed to detect electrical faults like short and open cir-
cuit. These faults are easy to detect because of their special behavior. The
common way to do these tests is to check if the electrical value has been
equal to a maximum or a minimum value for a longer time. If so, the compo-
nent is assumed to be broken. Electrical tests for open circuit and short circuit
will not be investigated further in the thesis.

4.2 Plausability Tests

Plausibility tests check if a sensor takes reasonable value. If it does not, the
sensor is assumed to be faulty. The plausibility tests can bedivided into five
different types:

• Duplication tests

• Signal in range check tests

11



12 Chapter 4. Manually Designed OBD-system

• Adaption tests

• Control error tests

• Model based tests

Each type will be described in the following sections. In each section the
specific tests of interest for the evaluation will be presented.

4.2.1 Duplication Tests

In some working points, some sensors placed at different locations are ac-
tually measuring the same value, for example all pressure sensors when the
engine is shut off. Tests can be constructed by comparing these sensors to
each other at these specific working points.

Another way to construct duplication tests is to add extra sensors in the
system for duplication purpose. The main drawback with thisis the extra
cost. The duplication tests considered in this this thesis are static pressure
sensors tests and a temperature sensor test.

Static Pressure Sensors Tests

Static behavior of the pressure sensors can for example be tested when the
driver turn on the vehicle with the key. The three pressure sensors, inlet man-
ifold pressure,pim, ambient pressure,pamb, and exhaust manifold pressure,
pem, can then be pairwise compared. When the engine is shut off, all the sen-
sors should show the same value. In this thesis three static pressure sensors
tests are considered. These tests are from now on denotedSPTai, SPTei,
SPTae (static pressure testsensor1sensor2). The faults affecting these tests
will be faults in the pressure sensors.

Temperature Sensors Test

Another duplication test can be made by comparing the ambient temperature,
Tamb, and the temperature at the mass flow sensor,Tw. If they deviate, the
test responds. In this thesis,Tw is assumed to always be fault free. This test
is from now on denotedATT (ambient temperature test).

4.2.2 Signal in Range Check Tests

A common way to construct a plausibility test is to check if a signal is above
(or below) a static threshold. If so the test will respond. A typical signal in
range check test can be to check if the turbine speed is above avery high static
threshold. As explained in Section 2.1, these kind of tests are assumed to have
low performance compared to other tests and are not further investigated in
the thesis.
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4.2.3 Adaption Tests

When time goes by, many sensors can get small deviations without being
faulty. Sensors might also be affected by different environments e.g different
levels of humidity. Some sensors are therefore adjusted after a model or an-
other sensor which is assumed to be more reliable. This thesis consider two
relevant adaption procedures affecting the engine.

Adaption of Pressure Sensors

The pressure sensorspem and pim might have a small bias. To make the
sensors usable anyway, the sensors can be adapted. The adaption is in this
thesis made by comparing the sensorspem andpim with thepamb-sensor. If
they deviate,pem andpim are adapted topamb. Because of its close measure
range and that it is not exposed to such a strenuous environment as the other
pressure sensors, thepamb-sensor can be considered more reliable than the
others. Some tests can be constructed to alarm if the adaption becomes to
large. These tests are from now on denotedSPATai andSPATae (static
pressure adaption testsensor1sensor2). Faults affecting the tests are faults on
the pressure sensors.

Adaption of Mass Flow Sensor

The characteristics of the mass flow sensor normally changeswith the envi-
ronmental conditions. Therefore, measured mass flow is regularly compared
to an estimated value, if they deviate too much, the mass flow sensor will be
adapted to the estimation. In this thesis, a test is constructed to respond if
the adaption become to large. This test is from now on denotedMAT (Mass
flow adaption test). The signals affecting this test are the mass flow sensor
and the signals used to estimate the mass flow,pim andTim.

4.2.4 Control Error Tests

Consider the system given in Figure 4.1. Control error testscompares the
reference valueyref (t) with a measured feedback valuey(t). If they deviate
the tests will respond. This thesis will handle two control error tests. These
are EGR-damper test and EGR-flow test.

F(s) G(s) y(t)y
ref

(t)

-

+

Figure 4.1: A system like the one in the control error tests.
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EGR-damper Test

In this thesis, a test comparing the reference value of the EGR-damper po-
sition with a measured EGR-damper position will be considered. The con-
troller used in this test will be an ordinary PID-controller. This test is from
now calledEDT (EGR-damper test) and will respond on faults in the EGR-
damper.

EGR flow Test

In this thesis, one test comparing the EGR flow reference value with an es-
timated EGR-flow will be considered. The estimated flow is calculated by
the model shown in (4.1). In this thesis, the controller thatwill be used is an
ordinary PID-controller. A feed forward from the referencewill also affect
the system. This test will respond to the signals into the model i.e.wcmp, pim

andTim and to the control signal to the EGR-damper,uegr. This test is from
now on denotedEFT (EGR-flow test).

ŵegr = f(wcmp, pim, Tim) (4.1)

4.2.5 Model Based Tests

There are some model based tests in the manually designed OBD-system.
They are, with some modifications, constructed as describedin Section 2.2,
i.e. a measured value is compared to an estimated value. The following tests
will be considered, two dynamic pressure sensors tests and one VGT test.

Dynamic Pressure Sensors Tests

This thesis considers two dynamic tests on the pressure sensors,pim andpem.
These tests compare the dynamics of the signals with modeleddynamics If
the dynamics deviate, the tests respond. These tests are constructed to detect
dynamic faults in the pressure sensors like gain faults or sensors get stuck. A
schematic figure is shown in Figure 4.2. These tests are from now on denoted
DPTi andDPTe. (DynamicPressureTestsensor). These tests are affected by
the signals in the models for estimating the pressure valuesand the measured
pressure values. The models used in this thesis are shown in (4.2) and (4.3).

p̂im = f(pem, Tamb, Tim, wcmp, uegr) (4.2)

p̂em = f(pim, pamb, Tamb, Tim, wcmp, uegr, uvgt) (4.3)
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pˆ

Residual

HP
p

+
-

Figure 4.2: Schematic figure over the principle for the dynamic pressure tests.

VGT Test

This thesis consider a model based test for the VGT. This testcompares a
estimated and a measured value of the turbine speed. If they deviate, the test
responds. The equation for estimating the turbine speed is seen in (4.4). This
test is from now calledV MT (VGTModelTest).

n̂trb = f(pamb, pim, Tamb, wcmp) (4.4)

4.3 Decision and Isolation Structure

As described earlier, it is sometimes hard to find out which faults affects a
certain test. The tests should respond to faults at the signals used as input
to each test, i.e sensors used for estimating signals and themeasured signals.
This is summarized in a decision structure, Table 4.1.

Table 4.1: Decision structure for manually designed OBD-system.
Testname pamb pem pim Tamb Tim wcmp ntrb uegr uvgt

ATT X
SPTae X X
SPTai X X
SPTei X X
V MT X X X X X
MAT X X X X
DPTi X X X X X X
DPTe X X X X X X X X
EFT X X X X
EDT X

SPATae X X
SPATai X X

Table 4.1 shows which faults each test will respond to. Many of the tests
will respond to several kinds of faults. This decision structure will lead on to
a isolation structure as in Table 4.2. The isolation structure in the manually
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designed OBD-system shows that it is not possible to isolateall faults. For
example,wcmp can not be isolated frompim.

Table 4.2: Isolation structure for manually designed OBD-system.
pamb pem pim Tamb Tim wcmp ntrb uegr uvgt

pamb X
pem X
pim X

Tamb X
Tim X X X X

wcmp X X
ntrb X X X X X
uegr X
uvgt X X X X X X X X



Chapter 5

Automatically Designed
OBD-System

In this chapter a brief description is given of how the automatically gener-
ated diagnosis system is constructed from a Simulink model by DSAME. An
OBD-system will be created and presented at the end of this chapter.

5.1 DSAME

Scania and Vehicular Systems at Linköping University have developed a method
for designing OBD-systems in an automatic way. The process can be divided
into five steps:

1. Structural analysis

2. Finding realizable residuals

3. Stability check of the residuals

4. Setting thresholds

5. Evaluation and selection of tests

These steps will be presented in the following sections and for a more
detailed description see [2], [3] and [5].

5.1.1 Structural Analysis

The first step is to make a structural analysis of the model. The objective of
structural analysis is to find ARRs that potentially can be used in diagnosis

17
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tests. This is done by finding relations between equations and variables. This
is illustrated with Example 5.1.

Example 5.1
Consider a systemM with two sensor signalsy1 andy2, one actuator signal
u, two statesx1 andx2. The system is described by the model equations,
e1−4

M :



















e1 : x1 = u

e2 : x2 = x1

e3 : y1 = x1

e4 : y2 = x2

This can be represented structually with a biadjacency matrix.

Equation Unknown Known
x1 x2 u y1 y2

e1 x x

e2 x x

e3 x x

e4 x x

(5.1)

The biadjacency matrix can now be used to find potential ARRs by using
structural methods described in for example [6]. In this example, it can be
seen thate1 ande3 can be used to form the ARRy1 − u = 0, e2, e3 ande4

can formy1 − y2 = 0. e1, e2 ande4 can form the ARRy2 − u = 0

However, it is not always as simple to find ARRs as in Example 5.1. Some-
times the equation system is to large that the calculations are impossible to do
by hand. With structural analysis the ARRs can be found by some algorithms,
see for example [6], but the calculation ways found with the algorithms are
not always possible to do. The next step in DSAME is to find the ARRs in
the ARR-set from structural analysis that can be realizable.

5.1.2 Finding Realizable Residuals

ARRs from the structural analysis are not necessary possible to realize. In fact
many equations used in the engine model are not invertible. In DSAME, all
derivatives are said to be not computable because of the problem to estimate
derivatives in a noisy environment. Saturations, maps and other not strictly
monotonous functions are also said to be not invertible. Residuals containing
these kinds of expressions that must be inverted are removed, left is a set of
realizable residuals.
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5.1.3 Stability Check of Residuals

Realizability is a necessary but not a sufficient property for a residual to be
usable. It must also be stable, at least for regions it is supposed to be used in.
Investigation of stability for residuals can be made in several ways. Some are
linearization or Lyaponov theory [7]. These both methods work for non-linear
models but are difficult to implement in an automatic way. Because of this,
in [3] an ad-hoc algorithm for stability check was implemented in DSAME.
The algorithm regards following aspects:

Model drift. Check that the residual cross their own mean-value more than
a certain number of times, depending on input data.

Feasibility. Check that the residual are inside feasible regions during the
entire simulation.

Correlation. Check that cross-correlation between input and the residual is
below a prespecified threshold.

Mean-error consistency. Check that the mean-value of the residual does
not change too much with different data.

This method has been investigated in [3] and is assumed to work satisfac-
tory. When realizable and stable residuals are found, it is possible to design
tests by thresholding the residuals appropriately.

5.1.4 Thresholds

The test quantity is calculated by using (2.2) with N=2000. The thresholds for
each test are then set by estimating the probability of falsealarm for the test
quantity that it is within a specific area when using fault-free measurements.
In this thesis the probability for false alarm is 0.01% i.e.

P (J2 < TQ(z) < J1|θ = 0) = 99.99% (5.2)

whereθ is the fault level.

5.1.5 Evaluation and Selection of Tests

The final step is to select those tests which together give thebest performance
regarding detection and isolation. This selection is done by first making test
candidate sets, i.e. pick those tests that can separate eachfault from the other
with the highest probability. The diagnosis system will be created by choos-
ing the minimal set of tests that have an intersection with all the test candidate
sets, i.e. the minimal set of tests which give maximal possible isolation. For
further description, see [3].
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5.2 Decision and Isolation Structure

When the design of the diagnosis system is done, the decision structure for the
automatic designed OBD-system becomes as in Table 5.1 with correspond-
ing isolation structure in Table 5.2. The isolation structure is decent but the
system can e.g not isolate any other fault frompamb. This can be explained
by the decision structure, see Table 5.1. It is seen thatpamb is a signal in all
tests and therefore can no other signals be isolated frompamb.

Table 5.1: Decision structure of the automatic designed OBD-system.
Test pamb pem pim Tamb Tim wcmp ntrb uegr uvgt

Test 1 X X X X X
Test 2 X X X X X
Test 3 X X X X X X
Test 4 X X X X X X
Test 5 X X X X X X
Test 6 X X X X X X X
Test 7 X X X X X X X
Test 8 X X X X X X X
Test 9 X X X X X X X
Test 10 X X X X X X X
Test 11 X X X X X X X
Test 12 X X X X X X X
Test 13 X X X X X X
Test 14 X X X X X X

Table 5.2: Isolation structure of the automatic designed OBD-system.
pamb pem pim Tamb Tim wcmp ntrb uegr uvgt

pamb X
pem X X X X
pim X X

Tamb X X
Tim X X X

wcmp X X
ntrb X X
uegr X X X
uvgt X X X X

5.2.1 Correction of the Decision Structure

To improve the isolation the power functions for the residuals are investigated.
Figure 5.1a shows a power function for a residual with high performance for a
certain fault. The probability of false alarm is low compared to the probability
to detect small faults. This can be seen in the figure because the probability for
the test to respond is lowest for fault whenθ = 0. However, for the residuals
of the automatic generated system, it was found that the power functions for
some faults in several residuals appeared such as the power function in Figure
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5.1b. The figure shows that the probability for the test to respond is equal even
when a fault has occurred.
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(a) Typical power function for a signal.
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(b) A typical constant power function.

Figure 5.1: Two different power functions for residuals in the automatic de-
signed OBD-system.

Thus the residual will not respond to the fault although it should due to
Table 5.1. A deeper analysis shows that residuals with powerfunctions as in
Figure 5.1b will not be affected for larger faults either. Toinvestigate this,
gain-faults up to 10 times has been used, and it is not probable that faults in
the sensors become larger. One explanation of the behavior is that the en-
gine model has some equations where one of the input signals will not affect
the output signal. By removing ’X’ in Table 5.1 where the power function
is constant, the isolation structure can be improved. The adjusted decision
structure is seen in Table 5.3 and the corresponding isolation structure is seen
in Table 5.4. By comparing the new isolation structure in Table 5.4 with the
old isolation structure given by Table 5.2, it can be seen that the isolabilty
is significantly improved. For example, it is now possible toisolate some
faults from faults inpamb. This is possible because some tests now will not
be affected bypamb, see Table 5.3.

5.2.2 Model Complexity

When comparing the isolation structure of the automatic designed OBD-
system given in Table 5.2 with the system generated in [3], the latter is better.
The only difference between this thesis and the previous thesis is the engine
model used as input to DSAME. The model used in this thesis is more com-
plex since more details are modeled. Examples of these details are a model
over the temperature exchange in the EGR-pipe, an extra pressure state has
been used and that some maps has been extended to include morevariables.
The purpose of the extended complexity is to improve the model quality. A
more exact model leads on to less model errors in the residuals and therefore
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Table 5.3: Decision structure of the automatic generated system after correc-
tion.

Test pamb pem pim Tamb Tim wcmp ntrb uegr uvgt

Test 1 X X X X X
Test 2 X X X X X
Test 3 X X X X X
Test 4 X X X X X
Test 5 X X X X X
Test 6 X X X X X X X
Test 7 X X X X X
Test 8 X X X X X X
Test 9 X X X X X X X
Test 10 X X X X X X X
Test 11 X X X X X X
Test 12 X X X X X X
Test 13 X X X X X
Test 14 X X X

Table 5.4: Isolability of the automatic generated system after correction.
pamb pem pim Tamb Tim wcmp ntrb uegr uvgt

pamb X
pem X
pim X

Tamb X X
Tim X

wcmp X
ntrb X X
uegr X
uvgt X
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a better detectability. The drawback with a more complex model is that the
isolability may decrease when using it with DSAME. More non-invertible
equations have been introduced in the complex model, makingit harder to
find realizable residuals. An accurate model is not enough, the invertability
of the equations has to be considered as well.



Chapter 6

Comparative Values

In this chapter the comparative values used when comparing the two diagno-
sis systems are described. From specific test cases, described in Chapter 7,
the comparative values will be calculated. The result from the comparison
can then be read in Chapter 8. In this thesis four comparativevalues will be
used.

• Value of detectability level

• Value of isolability

• Value of detection time

• Residual performance

To make a comparison of detectability and isolability for two diagnosis
systems possible, they must have equal probabilities of false alarm. The prob-
ability of false alarm has to be very low to avoid false alarm and to measure
such low probability, a very large amount of process data is needed. Since
these amounts are impossible to get for this thesis the probability will not
be measured. Instead, the probability of false alarm for thetwo system are
approximately set equal.

6.1 Value of Detectability Level

The value of detectability level describes the ability of the diagnosis system to
detect a fault that has occurred. It can be measured in several different ways.
In this thesis it is defined as the level for which a certain fault is detected
by the diagnosis system. In practice, this means the fault level for which the
diagnosis system responds.

24
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6.2 Value of Isolability

Value of isolability describes the ability of the diagnosissystem to correctly
isolate a specific fault from other possible faults. The isolability, Il, of a
diagnosis system for a fault,F with a certain fault level,i, will in this thesis
be measured by the number of faults it can not be isolated from. If all possible
faults have equal probability to be chosen, the isolabilitycan be calculated as

Il(Fi) =

{

1
(1+n) If Fi is in the diagnosis

0 Otherwise
(6.1)

wheren is the number of faultsFi can not be isolated from. The total isola-
bility, I, for a faultF can then be calculated as

I(F ) =
1

N

N
∑

i=1

Il(Fi) (6.2)

whereIl(Fi) is the isolability for a fault with fault sizei andN is the number
of fault levels. The value of isolability is calculated for gain faults with the
fault levelsi = 10%, i = 20% andi = 30% . If the fault is not detectable for
a given fault level, the isolability for this fault level is set to zero.

6.3 Value of Detection Time

Detection time describes the time from when a fault occurs towhen it is de-
tected for a detectable fault level. For non-detectable levels this time will go
to infinity. Detection time is visualized in Figure 6.1. In the figure, a fault
occurs after 240s. After 260s the test quantity is below the lower-threshold
and the test responds. the detection time for this fault is then 20s. The detec-
tion time will then be normalized with the length of the time when the fault is
present, In this thesis 180s, to get the value of detection time.

6.4 Residual Performance

Consider the residuals in Figure 6.2. These residuals are affected by faults in
wcmp.
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Figure 6.1: Detection time for a certain fault.
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Figure 6.2: Two different residuals when a 30% gain fault inwcmp occures at
time 195s.

Without using any thresholds, residual 1 has intuitively a better perfor-
mance than residual 2. The difference in mean value before and after the
fault has occurred, is larger relative to the signal noise. Residual 1 has there-
fore higher probability of detection for a given probability of false alarm. To
compare residual performances for certain faults, withoutsetting a thresh-
old, it would be convenient with a function describing the intuitive feeling of
”better performance”. Consider the distributions of a fault free process and a
faulty process in Figure 6.3.
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Figure 6.3: Distributions of residuals of a fault free process and a faulty pro-
cess.

A measure of how a residual,r(t), performs at a fault,Fi, is the probabil-
ity to detect the fault given observations collected whenFi is actually present,
data(Fi) i.e.

P (r(t) > J |data(Fi)) (6.3)

If two residuals have thresholds corresponding to the same probability of false
alarm, the performances of the residuals can be compared. The probability
to detect the fault can either be calculated numerically or analytically by as-
suming the residuals to be normal distributed. These calculations give curves
which can be compared to each other.

When assuming the residuals to be normal distributed,N(µ1, σ1) for the
fault free residual andN(µ2, σ2) for the faulty residual. For a certain proba-
bility of false alarmα, a threshold will be set asJ = kσ1. Using the mean
value changeµ = µ2 − µ1, (6.3) can be calculated as

P (r(t) > J |data(Fi)) =
1√

2πσ2

∫ ∞

kσ1

e
− (x−µ)2

2σ2
2 dx =

=

/

y =
x − µ√

2σ2

, dx =
√

2σ2dy

/

=

=
1

2
√

π

∫ ∞

kσ1−µ
√

2σ2

2e−y2

dy =

=
1

2
erfc(T ′) whereT ′ =

kσ1 − µ√
2σ2

(6.4)
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Due to this, a residual performance function (RPF ) will be used to evaluate
residual preformance.RPF , for a given residual with distributionN(µ1, σ1)
in the fault free case andN(µ2, σ2) when fault has occurred can be calculated
as

RPF (k) =
1

2
erfc(T ′) where

{

T ′ = kσ1−µ√
2σ2

µ = µ2 − µ1

(6.5)

This function is easy to calculate since theerfc-function is computable in
Matlab. Expectation value,µi, and standard deviation,σi, are easy to esti-
mate. However, in some cases the assumption of normal distribution is poor.
Then (6.3) will be numerical calculated with differentJ . This will be called
numericalRPF . Drawbacks with numericalRPF is that the thresholdJ
must be estimated and the computational load will be higher.

If having two residuals, residuali is said to perform better than residualj

if

RPFi(k) > RPFj(k) for all k. (6.6)

If 6.6 does not hold for allk, the detection probability slightly above 0,5
is the most interesting part. It is for that level a test quantity based on the
mean value is above the threshold.

RPFs calculated for the residuals in Figure 6.2 are seen in Figure 6.4. The
residual performance for residual 1 is better than for residual 2. This make
sense and follows the intuitive feeling of which residual who performs the
best.
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Figure 6.4: Residual performance for the residuals in Figure 6.2.

Alternative measures of residual performances

The power function defined earlier also measures residual performance. The
difference between the two methods is that RPF is a function of the threshold
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and the power function is a function of the fault level. This makes it easy to
use RPF for faults without a fault level, e.g. when sensors are stuck. RPF can
also be used to investigate how sensitive the detectabilityis for changes in the
thresholds. The derivativedRPF (k)

dk
can be used for this purpose.

Another possible measure of residual performance similar to RPF is ROC
(Receive Operating Characteristics) which is used in detection theory. ROC
andRPF measure almost the same but present the result in a differentway.
ROC has the false alarm probability at the x-axis while RPF has the threshold
there. Since the probability of false alarm depend on the thresholds, the differ-
ence between the two methods might seem insignificant. But, the interesting
area in RPF, where3 . k . 10 corresponds the area99.5 . α . 99.9999.
Thus, RPF has for the purpose a better scale at the x-axis. ROCis further
described in [4].



Chapter 7

Test Cases

In this chapter, possible measurement methods to get test cases are described.
To get relevant test cases faults have to be simulated. How the fault simulation
will be done is described in this chapter. Also how the control system affects
the diagnosis is discussed. An evaluation is done in the end of the chapter
showing it necessary to have a control system in the evaluation. Therefore,
all the measurements methods that have been investigated includes a control
system.

7.1 Measurements

There are several ways to collect data to be able to evaluate the diagnosis
system. In this thesis three methods have been investigated. Using a test
bench, i.e. connecting an ECU to a computer with an engine model, using a
real vehicle and using PC-simulation, i.e. simulating boththe engine and the
ECU on a computer. These methods will be described further infollowing
sections.

7.1.1 Using Test Bench

A test bench is a simulation tool for the engine. A Simulink model is run by
a computer in real time. To make the real time execution possible, the engine
model is simplified. An ECU unit is electronically connectedto the model.
The big advantages using the test bench is the possibility todo all simulations
and measurements with sensor and actuator faults automatically. A drawback
is that many of the tests in the manually designed OBD-systemare done when
the vehicle starts and this is not simulated in the test bench, and can therefore
not be evaluated. Another problem is that the engine model inthe test bench
is unexecutable for high torques.

30
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7.1.2 Using a Real Vehicle

By driving a real vehicle on a test course, the manually designed OBD-system
can be evaluated in a more complete way. Faults can be implemented by
connecting a computer to the ECU. With a computer, signals and variables
can be logged to evaluate the both systems off-line. Advantages with the
method are that the measurements are realistic, and that disturbances and
model errors have a realistic affect. Drawbacks are that it is time consuming
and laborious, and that it is not possible to reiterate experiment. To test the
OBD-systems on process faults like leakage, things has to bedestroyed, they
can not be simulated. A similar method of using a real vehicleis to use a
test cell. Additional advantages with the test cell is that it is easy to reiterate
experiment, many disturbances can be controlled and more extreme tests can
be done. However, the test cells are not available for this thesis.

7.1.3 Using PC-Simulation

The point with using complete PC-simulation instead of using the test bench
is that the control system is implemented in a PC, instead of in the ECU.
Therefore real time execution is not needed, and the simulation can be done
with exactly the same model as the one used to design the diagnosis system
in DSAME. Testing a model based diagnosis system on a model from which
the system is derived is equivalent with having an ideal model of the engine
and measure at a real vehicle. This focus the evaluation to the design method,
model errors should not affect the result. Another advantage is that process
faults, e.g. leakage, can be modeled and tested. A drawback with this method
is that it is very complex to connect the control system to an engine model.

7.1.4 The Choice in This Thesis

All methods has been investigated for use. The model simplifications in the
test bench affected the model to much. The PC-simulation wasnot possible
to implement inside the scope of this master thesis. The measurements has
therefore been done using a real vehicle. It has been quite laborious but the
resulting measurements are of high quality.

7.2 Fault Simulation

To make this thesis relevant the treated faults should be faults that really may
occur. However, the faults that can really occur is not completely investigated
and very difficult to find out. What is known is that the automatically gener-
ated system should perform well for sensor and actuator faults because of the
fact that they are explicitly modeled in the engine model. Other faults affect-
ing the engine can maybe be detectable but not isolable without constructing
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a model over the fault. This thesis treats sensor and actuator faults, it also
tries to investigate some cases of leakage.

7.2.1 Simulation of Faults in a Vehicle

In a vehicle it is possible to connect to the ECU when driving.The ECU con-
tains transformation curves from voltage to physical quantity for the sensors
and vice versa for the actuators. These curves are describedby some interpo-
lation points which can be adjusted to manipulate the sensorvalues into the
control system. Figure 7.1 shows the idea by simulating faults in the vehi-
cle. In this thesis three different types of faults are simulated. These are gain
faults, bias faults and stucked sensors.
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Figure 7.1: By changing the electrical curve a fault can be simulated.

7.2.2 Leakage Simulation

To evaluate the diagnosis system for leakage real holes haveto be imple-
mented in a vehicle. Since resources for these kinds of experiments are not
available, it will be done in a model off-line. Therefore theaffect of for ex-
ample model error will not be seen.

Leakage Model in the Inlet Manifold

In the engine model, air mass flow into the cylinder,ṁcyl is modeled as

ṁcyl = wcmp + ṁegr (7.1)
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wherewcmp is the mass flow through the compressor andṁegr is the amount
of EGR-gases. When there is a leakage in the inlet manifold, the air mass
flow into the cylinder will be changed as

ṁcyl = wcmp + ṁegr − ṁleak (7.2)

where the leakage of air mass flow,ṁleak, can be modeled as

ṁleak = k(pim − pamb) (7.3)

wherek is a constant describing the properties of the hole. The signal pamb is
an input value to the engine model andpim is an available state in the engine
model. Ifk is introduced as a signal in the model used for diagnosis system
generation the isolability of leakage can be investigated.By changing the
level ofk, different leakage flow can be simulated. The modeled leakage size
is then available in the model during the simulation.

7.3 Affect of the Control System

In earlier evaluations, e.g [3], the affect of the control system has not been
considered. As seen in Example 7.1 the control system shouldnot affect the
residuals. Instead, problems might occur when a fault makesso the control
system controls the engine to other working points where themodel is bad
or to working points where the faults become undetectable. Also other con-
trol strategies like adaption (see section 4.2.3) might cause problems for the
diagnosis system.

Example 7.1
Assume the systemG(s) with a control systemF (s) as in Figure 7.2. The
systemG(s) has one inputu and one outputy.

F(s) G(s)U

y

f

Figure 7.2: A general system.



34 Chapter 7. Test Cases

An ARR can be constructed as

r = y − G(s)u

If having a control system, the faultf on the output-signaly would affect the
residual such as

r = y − G(s)u = (G(s)u + f) − G(s)u = f

This means that the control system will not affect the residual. This result
suggests the possibility to ignore the affect of the controlsystem.

To evaluate this, residuals when faults are simulated in thetruck are com-
pared to residuals when faults are simulated off-line. Two aspects have been
considered for the residuals when a fault occurs, difference in standard devi-
ation and difference in mean value change.

7.3.1 Difference in Standard Deviation

Difference in standard deviation tends to become larger when faults are sim-
ulated off line for gain faults but tends to be equal for bias faults. This can be
explained by that the measurement noise is amplified when thegain fault is
added off line.

7.3.2 Difference in Mean Value Change

The difference in mean value changes in per cent are summarized in Table 7.1.

Table 7.1: Differences in mean value changes for different gain faults and
fault levels.

Fault level
10% 20% 30%

wcmp −20% −4% 5%
pim −2% 8% 7%
pem 1% −3% 34%

For two different faults, 10% fault inwcmp and 30% fault inpem, there
is a large difference that can not be explained by noisy mesurements. For
the fault inwcmp there are no differences for larger faults which indicates
that the difference for 10% is caused by model error which affects more for
small errors. This hypothesis makes even more sense by investigation of the
residual in Figure 7.3, the residual is noisy and affected bymodel errors.
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(a) Fault simulated off-line without a control
system
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(b) Fault simulated on-line with control system

Figure 7.3: Residuals there a10% gain fault inwcmp are simulated.

A residual with a large fault inpem is seen in Figure 7.4. One expla-
nation for the large mean value changes is that the measurement of pem is
very important for the EGR and VGT control. Therefore it makes sense that
large faults in this sensor affects the control system the most and therefore af-
fects the residuals the most. For the other faults in Table 7.1, the mean value
changes can be explained by noise and model errors.

7.3.3 Conclusions

The affect of the control system must be considered when evaluating diagno-
sis systems. This is because the control system might control the engine to
working points where the residuals will not respond equallyas when simu-
lating the fault off-line and without a control system. The affect tends to be
larger for large faults inpem.
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(a) Residual with30% gain fault inwcmp.
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(b) Residual with30% gain fault inpem.
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(c) Residual with30% gain fault inpim.

Figure 7.4: Residuals where faults are simulated in different ways. When
200s < Time < 400s the fault is simulated off-line without a control sys-
tem. When670s < Time < 930s fault is simulated on-line with a control
system. The thin dashed curves are raw residuals and the boldlines are the
test quantities.



Chapter 8

Analysis and Results

In this chapter the main results from the comparison of the two diagnosis
system and an analysis of the results are presented. The comparative values
described in Chapter 6 are used and to get the diagnosis systems as equivalent
as possible to be able to make a fair evaluation, the thresholds in the tests are
set so the two diagnosis systems have the same probability for false alarm.
The thresholds are calculated as described in Section 5.1.4.

In Section 8.1, the correctness of the assumption of residuals approxi-
mated as normal distributions is investigated. Section 8.2.1-8.2.4 will present
the diagnosis performance for faults in pressure sensors, mass flow sensor,
temperature sensors and EGR. These results are summarized in Table 8.1 on
page 47. Leakage is evaluated for the automatic designed OBD-system and
will be presented in Section 8.3. Due to the poor performancefor the manu-
ally designed OBD-system compared to the automatic designed OBD-system
shown in Section 8.2, an analysis of specific tests in the manually designed
OBD-system will be presented in Section 8.4. The affect of control strategies
like adaption may decrease the performances on an OBD-system, therefore
consequences of using adapted values as inputs to an OBD-system are evalu-
ated in Section 8.5.

8.1 Assumption of Residuals Approximated as
Normal Distribution

The correctness of the RPF, see Section 6.4, is dependent on how good the
assumption of normal distribution of the residuals are. Therefore this must be
evaluated.

To evaluate the correctness of assumption of normal distribution of a
residual, a histogram of the collected data is plotted together with the prob-
ability density function (PDF) corresponding to the estimated expectation

37
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value and standard deviation of the residual. If the histogram follows the
PDF, the approximation is good, if it does not, the approximation is bad.

The normal distribution will be evaluated for fault free residuals, for resid-
uals with gain faults, and for residuals when a sensor is stuck. This investi-
gation is important when using RPFs for evaluation of residual performance.
The more normal distributed the residual is, the more correct are the RPFs.
The evaluation of the normal distribution assumption is done for many faults,
but only faults inpim are presented, the results are similar for the other sen-
sors. The residual performance will be evaluate for the residuals inDPTi,
DPTe, V MT and the best residual fromDSAME for each fault.

Fault Free Residuals
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(a)DPTi, µ = −39.0, σ = 66.3
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(b) DPTe, µ = −674, σ = 548
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(c) V MT , µ = 2100, σ = 1650
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(d) DSAME-residual,µ = −2210, σ = 1570

Figure 8.1: Comparison of measured histogram and the power density func-
tion from estimatedN(µ, σ) for fault free residuals.

The distributions for fault free residuals are shown in Figure 8.1. For the
DPTi, and theDSAME-residuals the normal distribution approximation
seems to be good, for theDPTe-residual, the approximation is a bit worse.
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The distributions all have one sided tails, e.g.DPTi to the right andDPTe

to the left. TheV MT -residual is bimodal distributed. After investigation of
the residual and the EGR-damper position, this seems to depend on the fact
that the residual changes expectation value when the dampercloses, which
probably depends on model errors.

Gain Fault

−400 −300 −200 −100 0 100 200
0

0.002

0.004

0.006

0.008

0.01

0.012

0.014

residual value

pr
ob

ab
ili

ty
 d

en
si

ty

(a)DPTi, µ = −11.7, σ = 52.0.
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(b) DPTe, µ = −750, σ = 538.
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(c) V MT , µ = −3210, σ = 806.
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(d) DSAME-residual,µ = 10000, σ = 1600

Figure 8.2: Comparison of measured histogram and the power density func-
tion from estimatedN(µ, σ) for residuals with30% gain fault inpim. The
dashed lines are the distribution from the fault free case for each residual.

The distributions for residuals when a 30% gain fault inpim is present are
shown in Figure 8.2. The shape of the distributions of theDPTi-residual and
theDPTe-residual have small changes compared to the fault free case. But,
since also the changes in expectation value and standard deviation are small,
the tests would not respond to the fault. TheV MT -residual and the DSAME-
residual have larger changes in expectation value and the tests will respond
to the faults. The shape of the distributions of the residuals have changed.
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TheV MT -residual is more normal distributed than previous and the standard
deviation has decreased. The gain fault seems to make the normal distribution
approximation better. The DSAME-residual is less normal distributed and has
became bimodal because of the fault.

Sensor got Stuck
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(a)DPTi, µ = 143, σ = 46.
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(b) DPTe, µ = −689, σ = 466.
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(c) V MT , µ = 13100, σ = 5670
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(d) DSAME-residual,µ = −24900, σ =

14800.

Figure 8.3: Comparison of measured histogram and the power density func-
tion from estimatedN(µ, σ) for residuals whenpim is stuck. The dashed
lines are the distributions from the fault free case for eachresidual.

The distributions for residuals whenpim is stuck are shown in Figure 8.3. The
expectation values of theDPTi, V MT and DSAME-residuals have changed
because of the fault. The changes are larger than for the gainfaults shown
in Figure 8.2. The expectation value ofDPTe has not changed significantly.
The shape of the distributions of the residuals are all affected by the fault,
more than for the gain fault. For the residuals with large changes in expec-
tation values, the standard deviations have increased. This is because when
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a sensor got stuck it will in some points measure correct value and in some
points not. The residuals will therefore depend on the working points. Thus,
the normal distribution approximation is worse for faults when sensors got
stuck than for other faults.

Conclusions about Normal Distribution

None of the residuals are perfect Gaussian processes, but, as wil be seen in
the following sections, the conclusions will not change when using the as-
sumption instead of doing a numerical calculation. Anotherimportant notice
is that all residuals (more or less) have one sided tails. This means that the
disturbances of the residuals are larger at one side and that, on these sides, the
thresholds can be set closer to the mean value of the residualthan the others.
It also means that the performance will be different for positive and negative
faults.

8.2 Comparative Values

8.2.1 Fault in Pressure Sensors

Results of detectability, isolability and detection time are summarized in Ta-
ble 8.1.

Detectability The detectability levels for both systems are 0.1 for bothpim

and pamb. Faults inpem can not be detected with the manually designed
OBD-system if the fault level is lower than 0.5. The automatic designed
OBD-system has a detectability level of 0.2 for this fault.

Isolability The isolability is a lot better for the automatically designed OBD-
system. It is 1 for both positive and negative faults inpim andpamb, and 0.33
for negative and positive faults inpem. The manually designed OBD-system
has the isolability 0.22 for positive and negative faults inpim andpamb, and
0 for faults inpem. This is poor and is because the lack of tests responding to
small faults on the pressure sensors in the manually designed OBD-system.

Detection Time The detection time is small, 0.08, and equal between the
two OBD-systems for almost all the detected faults. Onlypem for the man-
ually designed OBD-system has worse, 1. This is because the manually de-
signed OBD-system detects the fault when the engine is shut off.

Residual Performance TheRPFs for 30% gain fault inpim is seen in Fig-
ure 8.4. The RPFs for the DSAME-residual and theV MT -residual crosses
each other. The residuals perform about equally around the detection proba-
bility 0.5. The residuals can therefore be said to perform equal for the fault. If
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a high false alarm probability can be accepted, theV MT -residual performs
the best. The residualsDPTi andDPTe both have very low performances
for the fault.
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(b) NumericalRPF .

Figure 8.4: Residual performance for 30% gain fault inpim.

TheRPFs for 30% gain fault inpem is shown in Figure 8.5. The DSAME-
residual performs well for the fault since it has a high detection probabilitiy
for high thresholds. It is also not very sensitive for changes of the thresh-
old. The residuals from the exisiting OBD-system perform poorly and are
not usable for detection of this fault. Altough theDPTe-residual performs
the best among the residuals from the manually designed OBD-system, its
performance is still bad.
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(b) numericalRPF .

Figure 8.5: Residual performance for 30% gain fault inpem.

The residual performance whenpim is stuck at atmosphere pressure is
shown in Figure 8.6. The DSAME-residual performs the best. TheV MT -
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residual also performs well and is clearly the best among theresiduals from
the manually designed OBD-system.
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(b) numericalRPF .

Figure 8.6: Residual performance whenpim is stuck.

The residual performance whenpem is stuck is seen in Figure 8.7. The
DSAME-residual performs the best, at least for high thresholds. TheDPTe-
residual performs the best among the residuals from the manually designed
OBD-system, which it was designed to do.
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(b) numericalRPF .

Figure 8.7: Residual performance whenpem is stuck.

8.2.2 Fault in Mass Flow Sensor

Results of detectability, isolability and detection time are summarized in Ta-
ble 8.1.
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Detectability Both systems will have the same detectability level for posi-
tive faults in the mass flow sensor, 0.1. The Automatic designed OBD-system
is also able to detect negative faults onwcmp at 0.1, the manually designed
OBD-system only at 0.2.

Isolability Since there are only a few faults responding to small faults in
wcmp in the manually designed OBD-system, its isolability is poor, 0.22 for
positive faults and 0.15 for negative faults. The automaticdesigned OBD-
system has better isolability, 1 for both positive and negative faults. This
means that the automatic designed OBD-system is able to completely isolate
positive and negative faults from 0.1 and above inwcmp.

Detection Time The detection time is small, 0.08, and equal between the
two OBD-systems for the detected faults.

Residual Performance TheRPFs for 30% gain fault inwcmp is seen in
Figure 8.8. It is clear that the automatic generated residual has the best perfor-
mance. TheV MT -residual is best among the existing residuals. AlsoDPTi

has high propability to detect the fault but has low performance. DPTe has
very low probability to detect the fault and the performanceis bad. For this
fault, there is a difference between the numerical and the analytical calcula-
tion for theV MT -residual. This is because the residual is not normal dis-
tributed when it is affected by fault inwcmp.
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(b) NumericalRPF .

Figure 8.8: Residual performance for 30% gain fault inwcmp.

The residual performance whenwcmp is stuck is seen in Figure 8.9. The
DSAME-residual performs the best. TheV MTe-residual performs the best
among the residuals from the manually designed OBD-system.Also for this
fault, there is a difference between the numerical and the analytical calcula-
tion, at least for low probabilities of detection. The difference is even bigger
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than for thewcmp gain fault. An explanation of this was presented in Section
8.1.
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(b) NumericalRPF .

Figure 8.9: Residual performance whenwcmp gis stuck

8.2.3 Fault in Temperature Sensors

Detectability Faults in temperature sensors,Tamb andTim is hard to detect
for the automatic designed OBD-system. This is because a fault in a tem-
perature sensor has to be very large to affect the gas flow. Such large faults
are obviously unreasonable before a test from the gas flow model is able to
detect it. This problem is exemplified in Example 8.1 The manually designed
OBD-system would be able to detect faults inTamb if the duplication test had
low thresholds.

Isolability Since the faults can not be detected, the isolability is zero.

Detection Time Since the faults can not be detected, the detection time
goes to infinity.

Example 8.1
Imagine that the temperature are20◦C in the intake manifold andTimgot a
positive gain-fault on 30%,θ = 1.3, then the affect will be

Timfault
= θTim − Tim = 6◦ (8.1)

The corresponding fault in Kelvin will be

θ∗ =
Timfault

+ Tim

Tim

= 1.0220 (8.2)
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This fault level is to small to detect for the automatic OBD-system.

8.2.4 Fault in EGR

Detectability Faults in the EGR-actuator seems to be hard to detect. Both
the automatic OBD-system and the manually designed OBD-system cannot
find faults in the EGR-actuator up to 0.3. One reason to that the automatic
designed OBD-system does not detect faults in EGR is becausethe signal
does not affect the model behavior so much.

Isolability Since the faults can not be detected, the isolability is zero.

Detection Time Since the faults can not be detected, the detection time
goes to infinity.

Residual Performance The residual performance when the EGR-valve is
stuck open is seen in Figure 8.10. TheDPTi-residual performs the best. The
DSAME residual performs decent. TheDPTi performs much better than the
DSAME-residual. This is because theDPTi-model depends more onuEGR.
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(b) NumericalRPF .

Figure 8.10: Residual performance whenuEGR got stuck.

8.2.5 Conclusions from the Comparative Values

The comparative values in Section 8.2.1-8.2.4 can be used todecide which
diagnosis system that is the best. By taking the mean value ofthe comparative
values detectability, isolability and detection time and calculate a comparative
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Table 8.1: Summary of the result from measurements. System 1is the automatic designed OBD-system and system 2 is the manually
designed OBD-system. Component describes which componenthas been investigated. Fault type describes which kind of fault the
component has. Detectability level describes the value of detectability level for each fault. Isolability describes the value of isolability
for each fault type. Detection time describes the value of detection time for each fault type.

Component Fault type Detectability level Isolability Detection Time
DSAME man DSAME man DSAME man

pim positive gain 0.1 0.1 1 0.22 0.08 0.08
pim negative gain 0.1 0.1 1 0.22 0.08 0.08
pem positive gain 0.1 0.5 0.33 0 0.08 1
pem negative gain 0.1 0.5 0.33 0 0.08 1
pamb positive gain 0.1 0.1 1 0.22 0.08 0.08
pamb negative gain 0.1 0.1 1 0.22 0.08 0.08
wcmp positive gain 0.1 0.1 1 0.22 0.08 0.08
wcmp negative gain 0.1 0.2 1 0.15 0.08 0.08
Tim positive gain - - 0 0 - -
Tim negative gain - - 0 0 - -
Tamb positive gain - - 0 0 - -
Tamb negative gain - - 0 0 - -
uEGR positive gain - - 0 0 - -
uEGR negative gain - - 0 0 - -

Mean valuea 0.1 0.2 0.83 0.16 0.08 0.31

aMean value for the detected faults, i.epim, pem, pamb andwcmp.
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scalar,C. The system with lowestC will be the system that performs the best.
This scalar,C can be calculated as

C = 1 + mean(detectability level) − mean(Isolability) + mean(detection time)
(8.3)

where the mean values will be taken over the detected faults, i.epim, pem, pamb and
wcmp. By using 8.3 the manually designed OBD-system got the valueC = 1.35 and
the automatic designed OBD-system got the value,C = 0.35. The values showing
that the automatic designed OBD-system performs the best.

8.3 Leakage

Leakage was evaluated only for the automatic designed OBD-system. Thesimulated
leakage was implemented as in section 7.2.2. Table 8.2 shows the result. The leakage
is in the table described byk, mean leakage flow and maximum leakage flow during
the simulation.

Table 8.2: Detection for leakage.
k Mean leakage flow Max leakage flow Detection

0.5 · 10−6 11% 17% No
1 · 10−6 17% 27% Yes
2 · 10−6 25% 39% Yes

Table 8.2 shows that holes leading to 17% mean leakage flow was possible to
detect, at 25% it might be possible to isolate the leakage. Experiences shows that the
manually designed OBD-system needs over 30% mean leakage for a longtime for
detection. As described in Section 7.3, it may also be possible to detect leakage on an
engine with control system.

Diagnosis Performance for Leakage

The results showed that it was possible to detect leakage from a level about 17% of the
air mass flow into the cylinder. To investigate possibilities to isolate leakage the fault
is introduced in the original decision structure. The decision structure is seen in Table
8.3 and the theoretical isolability is seen in 8.4. The isolability for leakage is complete.
The isolability ofpem has decreased. It can not be separated from leakage. By using
the new decision structure, leakage will be isolated for a detection level about 25%
mean leakage.

8.4 Analysis of Manually Designed OBD-system

Due to the poor performance shown by the manually designed OBD-system compared
to the automatic designed OBD-system, an analysis of specific tests will be discussed
in this section. The analysis will consider which faults that can be detected withthe
specific tests and how good they are. Duplication tests and signal in range check test
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Table 8.3: Decision structure of the DSAME system when leakage has been
modeled.

Test pamb pem pim Tamb Tim wcmp ntrb uegr uvgt leakage

Test 1 X X X X X
Test 2 X X X X X
Test 3 X X X X X X
Test 4 X X X X X X
Test 5 X X X X X X
Test 6 X X X X X X X X
Test 7 X X X X X X
Test 8 X X X X X X X
Test 9 X X X X X X X X
Test 10 X X X X X X X
Test 11 X X X X X X
Test 12 X X X X X X
Test 13 X X X X X X
Test 14 X X X X

Table 8.4: Isolability of the DSAME-system when leakage hasbeen modeled.
pamb pem pim Tamb Tim wcmp ntrb uegr uvgt leakage

pamb X
pem X X
pim X

Tamb X X
Tim X

wcmp X
ntrb X X
uegr X
uvgt X

leakage X
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will not be considered because these tests work as expected and does not need to be
evaluated.

8.4.1 Static Pressure Tests

It can be concluded that it is not necessary to use both static pressure sensor tests,
SPT (SPTai, SPTae andSPTei), and static pressure sensors adaption tests,SPAT

(SPATe andSPATi), because these groups of tests are similar and will respond to
the same faults. ThereforeSPAT should be removed becauseSPT consists of one
more test and will isolate the specific pressure-sensor when a fault occurs.

8.4.2 VGT Test

The VGT model test-residual origins from a gas flow model through the compressor.
This is a similar part of the engine model used to the residual in test 1 in the DSAME-
system. The difference is that residual 1 compares measured and modeledwcmp where
the estimatedwcmp is calculated byntrb. In V MT , ntrb has been modeled bywcmp

and necessary simplifications to make the residual executable in real time has been
done. The lower residual performance for theV MT -residual seen in Figures 8.4-8.10
is probably caused by the simplifications made to make the residual executable in real
time. If the residual from test 1 is executable in real time without simplifications it is
better than theV MT -residual.

8.4.3 Dynamic Pressure Sensors Tests

The residuals in the dynamic pressure sensor tests are created by the difference be-
tween measured and modeled pressure values. They were designed todetect dynamic
faults in the pressure sensors. As expected, among the tests in the manually designed
OBD-system,DPTe seems to perform the best for dynamic faults inpem andDPTi

seems to perform the best for for dynamic faults inpim. However, their performances
are still low and the DSAME-residuals detects the faults better, but theDPTi has
excellent performance when the EGR-valve is stuck, even better than theDSAME-
residuals.

8.4.4 Mass Flow Adaption Test

In this thesis the mass flow sensor,wcmp, is adapted. The adaption was performed
every 4 minutes to make the evaluation of the mass flow adaption test possibleusing
limited amount of time. The modeled air mass flow ,which is used for adaption, in this
thesis is linear dependent ofpim andTim. Faults of 30% gain fault inpim andTim

was implemented in the truck and the adaption behaved as expected. The adaption
was affected equivalent for each of the faults and the adaption reached its threshold
after 7-9 adaptions. Therefore the faults are detectable by the test but the detection
time depends on how often the adaption is made. More about the mass flow adaption
in Section 8.5.
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8.4.5 EGR-damper Test
From the measurements of the residual created by the EGR-damper test,EDT , it is
clear that the only fault affecting the residual is ifuEGR gets stuck. The residual is
seen in Figure 8.11. The figure shows three different simulations with different faults.
The residuals in Figure 8.11a and Figure 8.11b seem to be unaffected by any fault. If
we instead look at Figure 8.11c, this residual seems to be affected by thefault. For an
explaination, consider the following example for a linear system.

Example 8.2
Consider the system in Figure 8.12

F(s) G(s) y(t)yref(t)

-

+

f

Figure 8.12: A system like the one in the EGR-damper test.

A residual is created by the control error,r(t) = yref (t) − y(t) as in the EGR-
damper test. A constant faultf is added to the outputy(t) simulating a bias fault in
the sensor. The transfer function for the residual become

r(t) = yref (t) − y(t)

Y = F (s)G(s)(Yref − Y + f) + f = F (s)G(s)Yref − F (s)G(s)Y − f

⇒ Y =
F (s)G(s)

1 + F (s)G(s)
Yref +

1

1 + F (s)G(s)
f

⇒ R = −
1

1 + F (s)G(s)
Yref +

1

1 + F (s)G(s)
f

If F(s) is a PI-controller,F (s) = KP + KI

s
, the transfer function fromf to R is

Grf (s) =
1

1 + F (s)G(s)
=

s

s + sKP G(s) + KIG(s)

and whenf is a constant error, the step response will go to

lim
s→0

sGrf (s)
f

s
= lim

s→0

s
f

s

s

s + sKP G(s) + KIG(s)
= 0

due to the final value theorem see e.g. [7]. A constant faultf is therefore not strongle
detectable [8], i.e can not be detected static, in the residual based on the control error.
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(b) Gain fault inuEGR.
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(c) uEGR got stuck.

Figure 8.11: The residual for EGR-damper test with different fault-
simulation. The faults are added at time=220s.
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(b) 30% gain fault inwcmp occurs when t=195s.

Figure 8.13: The residual in EGR-flow test.

TheEDT could not detect small gain faults in the EGR-damper, since the con-
troller compensates for the fault as in Example 8.2. But, when the damperis stuck, the
reference value is not reachable. Faults that are detectable in this test are those who
make the reference not reachable, such as when the damper is stuck or some serious
fault onuEGR.

8.4.6 EGR-flow Test

From the logged data of the residual created by the EGR-flow test,EFT , it is clear
that some of the faults significantly affects the residual. The faults that should affect
the residual arewcmp, pim andTim. The residual in the fault free case and a30% gain
fault in wcmp are seen in Figure 8.13. It can be seen in the figure that the residual will
be affected by a fault inwcmp but the mean value of the residual seems to be zero. This
can be explained in the same way as forEDT . The residual forEFT is similar as in
Example 8.2 but the controller also has a feed forward from the reference value. When
both the reference and actual values are modeled from other measured signals, faults
in these signals will affect the residual and make it harder to reach the reference value.
The feed forward seems to make the controller slower when faults have occurred.
Slower means that the controller will take longer time to reach the reference-value
because the feed forward is incorrect. It can be seen in Figure 8.13 that in both cases
the residual will go to zero but in the case with fault inwcmp it will take much longer
time. EFT does not seem to detect all EGR-faults. Small faults in the EGR-damper
are compensated by the controller and therefore not strongly detectable. On the other
hand, small faults are probably not necessary to detect, as long as the EGR-flow can
be controlled to the reference value. More serious faults as when the EGR-damper is
stuck is not either detected. Probably because the ERG-flow referenceis reachable by
changing the exhaust pressure with the VGT.
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8.5 Consequences When Using Adapted Values
in OBD-systems

When having an OBD-system, a problem can be that control strategies likeadaption
can affect the tests. Therefore this will be investigated in this section. The adaption
of some sensors described in Section 4.2.3 has some possible affectson the diagnosis
that has been investigated. Assume that residuals in a diagnosis system using sensor
values as input where two of them aresensor1 andsensor2. Assuming thatsensor1

is adapted tosensor2, the following scenarios can then be considered:

• Residuals sensitive to faults in bothsensor1 and sensor2 responds when
sensor1 gets faulty. It might be possible that the detectability decreases if
sensor1 is maladjusted by the adaption.

• Residuals sensitive only to fault insensor1 might respond to faults insensor2

because of the adaption. This might decrease the isolability.

• Residuals sensitive to fault insensor2 but not tosensor1 should not be af-
fected by the adaption ofsensor1.

• Residuals sensitive to neither fault insensor1 nor sensor2 should not be af-
fected by the adaption at all.

Mass Flow Adaption

The hypothesis that adaption affects the diagnosis performance will be investigated for
the adaption of the mass flow sensor. Consider the residuals in Figure 8.14. A 40%
gain fault inpim, which probably will affect the adaption, has occured when Time =
0, several adaptions has then been done during the measurement. Theresiduals are
containing different combinations ofpim andwcmp corresponding to the scenarios
mentioned above.

• The residual in Figure 8.14a is containingpim but notwcmp and is responding
to the fault. The change at time=1000s of the measurement may be caused by
the adaption.

• The residual in Figure 8.14b is containing bothpim andwcmp. This residual is
responding to the fault and the fact thatwcmp is included in the residual does
not disturb the detection.

• The residual in Figure 8.14c is containingwcmp but notpim and is not re-
sponding to the fault before the adaption. But after some adaptions, the residual
changes and goes below the threshold.

• The residual in Figure 8.14d is containing none of the signals,wcmp nor pim.
It does not respond to the fault inpim and is not affected by the adaption.

A similar result can be found for the other signals affecting the adaption,Tim.
This result indicates two things.

• The detection is not affected so much by the adaption. Probably becausethe
model used in the adaption is different to the model used in the residuals. The
adaption of the mass flow sensor does therefore not compensate for the changes
in the residuals.
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(a) Residual containingpim.

0 500 1000 1500 2000 2500 3000
−0.05

0

0.05

0.1

0.15

0.2

Time [s]

(b) Residual containingpim andwcmp.
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(c) Residual containingwcmp but notpim.
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(d) Residual containing none ofwcmp andpim.

Figure 8.14: Residuals affected by adaption. A fault inpim is present through
the measurement. The bold lines in the middle of the residuals are the mean
valued test quantities.
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Table 8.5: Decision structure of an DSAME system after numerical correc-
tion, see Section 5.2.1, and correction for using of adaptedvalue ofwcmp.

Test pamb pem pim Tamb Tim wcmp ntrb uegr uvgt

Test 1 X X X X X X
Test 2 X X X X X X
Test 3 X X X X X
Test 4 X X X X X X
Test 5 X X X X X X
Test 6 X X X X X X X
Test 7 X X X X X
Test 8 X X X X X X
Test 9 X X X X X X X X
Test 10 X X X X X X X
Test 11 X X X X X X
Test 12 X X X X X X
Test 13 X X X X X
Test 14 X X X X X

Table 8.6: Isolability table of an DSAME system after numerical correction,
see Section 5.2.1, and correction for using of adapted valueof wcmp.

pamb pem pim Tamb Tim wcmp ntrb uegr uvgt

pamb X
pem X X
pim X X

Tamb X X
Tim X

wcmp X X X
ntrb X X
uegr X
uvgt X

• The isolability is affected by the adaption. The possible faults affecting the
residual in Figure 8.14c is increased bywcmp and the isolation structure does
therefore change. The decision structure in Table 8.5 and the isolation structure
in Table 8.6 shows decreased isolability compared to earlier.

However, if the fault has occurred and become detectable, it is possibleto isolate
the fault before the adaption is done. The problem is that the diagnosis statement
can be changed when the adaption then is done. If the fault is an incipient fault, i.e.
gradually developed from no fault to larger and larger, it might be moredifficult to do a
correct isolation. This problem could be solved by having some tests usingunadapted
values that are only run after a detection, to increase the isolability.

Pressure Sensors

The pressure sensors,pim andpem, are adapted afterpatm when the engine is shut off.
Thus, as long as thepatm measures correctly, the others will be measuring atmosphere
pressure correct. Other faults as gain fault or changed sensor characteristics can not
be eliminated by the adaption.
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(a) Residual includingpamb andpem.
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(b) Residual includingpamb, pem andpim.

Figure 8.15: Residuals during pressure adaption. The faultin pamb occurs
after 180s. Then the adaption is simulated so after 370s,pim andpem are
adapted.

The patm-sensor has no plausibility diagnosis at all. Therefore, if a bias fault
occures in the sensor it will be propagated to the other pressure sensors and then to
wcmp through the adaption. This behavior is tested in the truck and some typical
residual behavior from the DSAME-system is seen in Figure 8.15. The residuals first
change mean values when the fault inpatm occurs at time = 180s. Whenpim and
pem are adapted topamb at time = 370s. For both residuals the mean value changes
decrease which makes the faults harder to detect. For the residual in Figure 8.15a,
the residual almost gets below the threshold after the adaption. Thus, the adaption
might decrease the detectability but the faults seems to be still detectable. In some
cases, the fault may become not detectable. The isolability decreases when residuals
wherepamb is not included respond to the fault because of the adaption. As in the
case with the adaption of the mass flow sensor, this could be solved by having some
tests using unadapted values as input to increase the isolability. If adapted values are
used as input to the test it seems to be a good idea to supervise the adaption (such as
SPT andSPAT ).
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Conclusions and Future
Work

In this thesis an automatic designed OBD-system of the gas flow of a diesel engine
has been designed using DSAME. The system was quite easy to design which makes
it easy to redesign it if the engine model changes. The corresponding parts in a man-
ually designed OBD-system have been identified and a comparison between the two
systems has been done. The results show advantages and disadvantages with the two
OBD-systems. The main conclusions are:

• The tests in the automatic designed OBD-system have higher residual perfor-
mance than the manually designed OBD-system for almost all the evaluated
faults. The comparative scalar which weighted together detectability, isolabil-
ity and detection time, and should be as low as possible, become0.35 for the
automatic designed OBD-system and1.35 for the manually designed OBD-
system. This result together with the residual performance show that theauto-
matic designed OBD-system is the best.

• Both OBD-systems have problems to detect faults inuegr and the temperature
sensors.

• With the ad hoc approach to design a diagnosis system used in the manually
designed OBD-system, components might be tested several times and thefaults
for which a test responds to is often unknown. This makes it hard to evaluate
the test and even harder to isolate the faults.

• OBD-systems can be used with adapted values as input. The adaption doesnot
seem to affect the detectability. Whereas, the isolability is decreased a bit.

• It was shown in the thesis that leakage is possible to isolate with DSAME
which indicates that also other faults can be detected if they are modeled. The
manually designed OBD-system can not detect leakage.

58



9.1. Future Work 59

9.1 Future Work
This thesis has shown that a diagnosis system with good performances can be de-
signed by DSAME. Even better then the manually designed OBD-system. Ithas also
discussed possible improvements that can be made. Work that may be needed is:

• It should be possible to improve the model to get a model better fitted for model
based diagnosis instead of total engine simulation as it is today. This should
lead to a model based diagnosis system even better than the one created in this
thesis.

• The automatic generated OBD-system should be implemented in the real en-
gine. The performance in real time is not investigated in this thesis and there-
fore needs to be evaluated.
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Notation

Abbreviations
ARR Analytical redundancy relation
ATT Ambient temperature test
DPT Dynamic pressure test
DSAME Diagnostic structural analysis and modeling execution toolbox
ECU Engine control unit
EDT EGR-damper test
EFT EGR-flow test
EGR Exhaust gas recirculation
MAT Massflow adaption test
MSO Minimally structural overdetermined
OBD On-board diagnosis
SCR Selective catalyst reduction
SPAT Static pressure adaption test
SPT Static pressure sensor test
VGT Variable geometry turbo
VMT VGT model test
VOT VGT overspeed test
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uppst̊ar.
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